CEP934 Multivariate Data Analysis
(A Course in Multivariate Statistical Methods for Social Science Research)
Fall Semester 2012

Monday
1:50pm - 5:40pm
222 Erickson Hall

NOTE: The first class meets Wednesday, August 29, 1:50 – 5:40 pm. There is no class the week of September 3 due to Labor Day and class resumes the regular schedule on Mondays starting September 10.

http://angel.msu.edu/

Instructors:
William H. Schmidt (bschmidt@msu.edu)
Richard T. Houang (houang@msu.edu)

Graduate Assistants:
Li Ma (mali3@msu.edu)
Chun-lung Lee (leechunl@msu.edu)
Cheng-Hsien Li (lichengh@msu.edu)

Description:
This course focuses on the analysis of data with multiple dependent variables. It explores the conceptual basis of the statistical model, the statistical theories and procedures used in estimating the models, and applications of multivariate data models to various research situations. In addition to the basic mathematical and statistical principles and applications of these multivariate techniques, the course also requires the use of computer and computer programs (SPSS) in managing data and performing multivariate data analyses.

Topics include:
• Matrix operations
• Theoretical distributions for multivariate data: multinominal and multivariate normal distributions
• Models such as multivariate multiple regression, multivariate analysis of variance, analysis of covariance, path analysis, longitudinal analysis, Markov chain, and structural equation models
• Data description methods such as principal component analysis, discriminant analysis, canonical correlation analysis, and cluster analysis
• Psychometric applications such as reliability
• Causal inference and propensity score methods,

Objectives:
• Be familiar and comfortable with matrix notations and terminology. Be able to perform elementary matrix operations and understand more advanced matrix operations.
• Be able to summarize a set of data with multiple variables using indices of bivariate relation or association including covariance and correlation matrices.
• Be familiar with the linear model and its application in linear regression analysis, univariate and multivariate analysis of variance, discriminant function analysis and
canonical correlation analysis. Be able to estimate and test hypotheses about the parameters in these models.

- Be able to use the estimation and hypothesis testing procedures such that a set of multivariate data can be interpreted in a parsimonious manner.
- Be able to set up and execute a computer program to perform multivariate data analysis using different analytical techniques. Be able to interpret multivariate data analysis outputs
- Be able to select and apply the appropriate procedures to multivariate data sets and present a substantive interpretation of the results.

**Prerequisites:**

1. Students should have strong background in univariate inferential statistical techniques (including random samples, normal random variable, parameter and interval estimations, hypothesis testing procedures, multiple comparison of means).
2. CEP933 or equivalent. Familiarity with general linear models such as regression, analysis of variance, analysis of covariance and research design issues.
3. Knowledge of SPSS and familiarity with MSU Microlab facilities.

**Textbook:**


**Suggested:**


**Grades and Assignments:**

Your grade will be based on your performance on the followings:

1. Final Examination
2. Multiple Assignments
   - There will be exercises and computer assignments which you are expected to complete and turn in.

**Topics:**

The following is a tentative list of topics to be covered.

- Matrix Operations
- Multivariate Distributions
- Multiple Regression
- Least Squares Estimation
- Multivariate Regression
- Multivariate Hypothesis Testing
- Design Models: MANOVA
- Multivariate Analysis of Covariance
- Canonical Correlation and Discriminant Analysis
- Structural Models
- Causal Models
• Principal Component Analysis
• Path Analysis
• Structural Equation Models (Introduction Only)
• Multivariate Random Effects Model
• Intraclass Coefficient
• Longitudinal Models
• Logistic Regression (Introduction Only)
• Causal Inference

Other Reference Materials: